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*** 

Rumours and streaks of hysteria are running rife about what such artificial intelligence (AI)
systems as ChatGPT are meant to do.  Connecticut Senator Chris Murphy recently showed
himself to be ignorant with terror about the search bot created by OpenAI.  “ChatGPT taught
itself to do advanced chemistry. It wasn’t built into the model. Nobody programmed it to
learn complicated chemistry. It decided to teach itself, then made its knowledge available to
anyone who asked. Something is coming. We aren’t ready.”

Melanie Mitchell, an academic who knows a thing or two about the field, was bemused and
tweeted  as  much.   “Senator,  I’m  an  AI  researcher.   Your  description  of  ChatGPT  is
dangerously misinformed.  Every sentence is incorrect.  I hope you will learn more about
how this system actually works, how it was trained, and what its limitations are.”

Senator,  I'm an AI  researcher.  Your description of  ChatGPT is  dangerously
misinformed. Every sentence is incorrect. I hope you will learn more about how
this system actually works, how it was trained, and what it's limitations are.

— Melanie Mitchell (@MelMitchell1) March 27, 2023

Murphy retorted indignantly that he had not meant what he said. “Of course I know that AI
doesn’t ‘learn’ or ‘teach itself’ like a human. I’m using shorthand.” Those criticisms, he
argued, had the intention of bullying “policymakers away from regulating new technology
by ridiculing us when we don’t use the terms the industry uses.”

Like birds of a feather, Murphy’s intervention came along with the Future of Life Institute’s
own contribution in the form of an open letter (the Letter). The document makes a number
of assertions expected from an institute that has warned about the risks of supremely
intelligent  AI  systems.  Literally  thousands  digitally  flocked  to  lend  their  names  to  it,
including tech luminaries such as Elon Musk (a warning there), and Apple co-founder Steve
Wozniak. (Currently, the number of signatures lies at 27,567.)
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The letter makes the plea that a six-month moratorium is necessary for humanity to take
stock  about  the  implications  of  AI.   “Should  we develop  nonhuman minds  that  might
eventually outnumber, outsmart, obsolete and replace us? Should we risk loss of control of
our  civilization.  Such  decisions  must  not  be  delegated  to  unelected  tech  leaders.”
Emphatically, it continues: “Powerful AI systems should be developed only once we are
confident that their effects will be positive and their risks will be manageable.”

The  Letter  is  unimpressive,  clumsy,  and  clear  in  its  effort  to  manufacture  anxiety.  While
there is much to be said about having considered debates on the way AI is developing, one
must ask where this plea is coming from. When billionaires demand a halt in technological
practice, scepticism should start tickling the conscience. Suddenly, such voices demand
transparency, accountability and openness, the very things they have shunned through their
money-making endeavours. And who are the unelected tech leaders in any case?

As for the level of anxiety, the powerful and wealthy will always have bundles of it. If there is
one commodity they truly want to share with the rest of us – call it anxiety as socialism – it’s
their own fears writ large and disseminated as our fears. AI is that perfect conduit, a case of
both promise and terror, therefore needing strict control. “The only things that can oppress
US  billionaires,”  muses  the  Indian  journalist  and  writer  Manu  Joseph,  “are  disease,
insurrection,  aliens  and  paranormal  machines,  the  reason  they  tend  to  develop
exaggeration  [sic]  notions  of  their  dangers.”

For Mitchell,  the authors and backers had embraced an all  too gloomy predicament of
humanity in the face of AI. “Humans,” she wrote earlier this month, “are continually at risk
of over-anthropomorphizing over-trusting these systems, attributing agency to them when
none is there.”

The useful premise for the unnerved fearmongers yields two corollaries: the attempt to try
to halt the changing nature of such systems in the face of innovation; and the selling factor.
“Public fear of AI is actually useful for the tech companies selling it, since the flip-side of the
fear is the belief that these systems are truly powerful and big companies would be foolish
not to adopt them.”

Moratoria  in  the  field  of  technology  tend  to  be  doomed  ventures.  The  human  desire  to
invent even the most cataclysmically foolish of devices, is the stuff of Promethean legend.
Consider, for instance, the debate on whether the US should develop a weapon even more
destructive than the atomic bomb. The fear,  then, was that the godless Soviets might
acquire a superbomb, a muscular monster based on fusion, rather than fission.

In the seminal document received by US President Harry Truman on April 14, 1950, fears of
such a discovery are rife. Written by Paul Nitze of the US State Department’s Policy Planning
Office, it warned “that the probable fission bomb capability and the possible thermonuclear
bomb capability of the Soviet Union have greatly intensified the Soviet threat to the security
of the United States.” The result of such a fear became the hydrogen bomb.

The  more  level  headed  pragmatists  in  the  field  acknowledge,  as  do  the  listed  authors  of
Stochastic Parrots (they include Mitchell) published on the website of the DAIR Institute, that
there are “real and present dangers” associated with harms arising from AI, but this is
qualified by the “acts of people and corporations deploying automated systems. Regulatory
efforts  should  focus  on  transparency,  accountability  and  preventing  exploitative  labor
practices.”
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Perhaps, suggests Mitchell, we should aim for something akin to a “Manhattan Project of
intense  research”  that  would  cover  “AI’s  abilities,  limitations,  trustworthiness,  and
interpretability,  where  the  investigation  and  results  are  open  to  anyone.”  A  far  from
insensible suggestion, bar the fact that the original Manhattan Project, dedicated to creating
the first atomic bomb during the Second World War, was itself a competition to ensure that
Nazi Germany did not get there first.

*

Note to readers: Please click the share button above. Follow us on Instagram and Twitter
and  subscribe  to  our  Telegram Channel.  Feel  free  to  repost  and  share  widely  Global
Research articles.

Dr. Binoy Kampmark was a Commonwealth Scholar at Selwyn College, Cambridge.  He
currently lectures at RMIT University. He is a regular contributor to Global Research and
Asia-Pacific Research. Email: bkampmark@gmail.com

The original source of this article is Global Research
Copyright © Dr. Binoy Kampmark, Global Research, 2023

Comment on Global Research Articles on our Facebook page

Become a Member of Global Research

Articles by: Dr. Binoy
Kampmark

Disclaimer: The contents of this article are of sole responsibility of the author(s). The Centre for Research on Globalization will
not be responsible for any inaccurate or incorrect statement in this article. The Centre of Research on Globalization grants
permission to cross-post Global Research articles on community internet sites as long the source and copyright are
acknowledged together with a hyperlink to the original Global Research article. For publication of Global Research articles in
print or other forms including commercial internet sites, contact: publications@globalresearch.ca
www.globalresearch.ca contains copyrighted material the use of which has not always been specifically authorized by the
copyright owner. We are making such material available to our readers under the provisions of "fair use" in an effort to advance
a better understanding of political, economic and social issues. The material on this site is distributed without profit to those
who have expressed a prior interest in receiving it for research and educational purposes. If you wish to use copyrighted
material for purposes other than "fair use" you must request permission from the copyright owner.
For media inquiries: publications@globalresearch.ca

https://aiguide.substack.com/p/thoughts-on-a-crazy-week-in-ai-news
mailto:bkampmark@gmail.com
https://www.globalresearch.ca/author/binoy-kampmark
https://www.facebook.com/GlobalResearchCRG
https://store.globalresearch.ca/member/
https://www.globalresearch.ca/author/binoy-kampmark
https://www.globalresearch.ca/author/binoy-kampmark
mailto:publications@globalresearch.ca
https://www.globalresearch.ca
mailto:publications@globalresearch.ca

